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1 Runge’s Theorem and Cauchy’s Theorem for 1-Forms

1.1 Runge’s Theorem

Theorem 1.1 (Runge). Let Ω be a domain, f ∈ H(Ω), and K ⊆ Ω be compact. Then
there exist rational functions Rn(z) with poles in C∗ \ Ω such that

sup
K
|f(z)−Rn(z)| → 0.

Proof. Let 0 < α < dist(K,Γ), and partition C into squares Sj of side length δ < α/
√

2
with sides parallel to the axes. Let K̂ = K̂Ω = K ∪ {U ⊆ Ω : U component in C∗ \K}.
Then

sup
K̂

|q(z)| = sup
K
|q(z)|

for all q ∈ H(Ω). Replace K by K̂ ⊇ K. Then Sj ∩ K̂ = ∅ =⇒ sj ⊆ Ω. Let
Γ =

∑
sj∩K̂=∅ ∂Sj where the Sj are oriented counterclockwise, and we cancel opposite

sides. Then K̂∩Γ = ∅, Γ ⊆ Ω, and Γ is piecewise C1. By Cauchy’s theorem for rectangles,
if z ∈ K̂, then

f(z) =
1

2πi

∫
Γ

f(ζ)

ζ − z
dζ.

1. Step 1: There exist ζ1, . . . ζn ∈ Γ and c1, . . . , cn ∈ C such that

sup
K̂

|f(z)−
n∑
j=1

cj
ζj − z

| < ε.

Let η = supΓ |f(z)|, and let η > 0 be such that |ζ− ζ ′| < ζ =⇒ < |f(ζ)−f(ζ ′)| < αε
for ζ, ζ ′ ∈ Γ. Also choose η < α2/Mε. Chop up Γ =

∑n
j=1 Γj , where Γj is an arc of

length < η. Then
n∑
j=1

`(Γj) = `(Γ) <∞.
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Let cj = 1
2πif(ζj)

∫
Γj
dζ. Then∣∣∣∣∣∣f(z)−

n∑
j=1

cj
ζj − z

∣∣∣∣∣∣ =

∣∣∣∣∣∣
n∑
j=1

1

2π

∫
Γj

f(ζ)

ζ − z
− f(ζj)

ζj − z
dζ

∣∣∣∣∣∣
≤ 1

2π

n∑
j=1

∫ |f(ζ)− f(ζj)|
|ζ − z|

ds+
1

2π

n∑
j=1

|f(ζj)|
∫

Γj

∣∣∣∣ 1

ζ − z
− 1

ζj − z

∣∣∣∣
= A+B,

where A ≤ 1/(2π)εα`(Γ), and B ≤ 1/(2π)Mn/α2`(Γ) < 1/(2π)ε`(Γ).

2. Step 2: Let ζj /∈ K̂. Then U is the component of C \K wihth ζj ∈ U and aj ∈ U \Ω.
We can accomplish this step and finish the proof by the following lemma.

Lemma 1.1. For all ζj ∈ U , there exists a sequence Pn of polynomials so that

Pn(1/(z − aj))→
1

z − ζj

uniformly on K̂.

Proof. Let V = {b ∈ U : claim is true}. Then a ∈ V . V is closed in U . But also, V is
open; if b ∈ V , then let B = |ζ − b| < dist(b, K̂)/2. Then

1

z − ζ
=

z

(z − b)0(ζ − b)
=

1

z − b

∞∑
n=0

(
ζ − b
z − b

)n
for all ζ ∈ V . By the connectedness of U , V = U .

Corollary 1.1 (Runge’s theorem for polynomials). Let K ⊆ C be compact be such that
C∗ \K is connected with f ∈ H(Ω). Then there exist a sequence of polynomials Pn(z) such
that Pn(z)→ f(z) uniformly on K.

1.2 Cauchy’s theorem for 1-forms

Theorem 1.2 (Cauchy’s theorem for 1-forms). Let Ω be a domain, and let γ ⊆ Ω be a
cycle homologous to 0. Let P dx+Qdy be a closed C2 1-form (Py = Qx). Then∫

γ
P dx+Qdy.

Lemma 1.2. There exists a cycle σ such that

1. σ consists of horizontal and vertical segments
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2. for all closed P dx+Qdy on Ω∫
γ
P dz +Qdy =

∫
σ
P dx+Qdy.

3. σ ∼ 0.

Proof. Let α = dist(γ, ∂Ω) > 0. Let γ = γ1 + · · · + γm, where γj : [aj , bj ] → Ω and
aj+1 > bj . So γ(t) =

∑
j γ−j(t)1[aj ,bj ](t). There exists δ > 0 such that |t−s| < δ| such that

|γ(t)− γ(s)| < α/
√

2. Now let aj ≤ tk < tk+1 ≤ bj . Let B)k = {z : |z − γ(tk)| < α} ⊆ Ω.

Let σ
(j)
k be the polygonal path connecting γ(tk) and γ(tk+1). Then let σ =

∑
j

∑
k σ

(j)
k .

Then ∫
γ
(j)
k

P dz +Qdy =

∫
σ
(j)
k

P dx+Qdy

for each j, k. So it now suffices to show that
∫
γ P dz+Qdy = 0. Extend all lines containing

segments of σ to full lines. These bound certain bounded rectangles R1, . . . , Rn and bun-
bounded rectangles R′1, . . . , R

′
n. We define σ̃ =

∑
n(σ, aj)∂Rj . Next time, we will show

that σ̃ = σ and that the integral over σ̃ is zero.
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